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WORKING WITH LINGUISTIC MARKERS AND ITS ROLE IN TEXT ANALYSIS
BY ARTIFICIAL NEURAL NETWORK CONCERNING CLEANROOM METHOD

The article argues that the development of the cleanroom method concerning modern linguistic research produces
its further genesis, providing new opportunities, algorithms, vision, etc. of the usual processes (analysis, processing,
representation, etc. of textual data). It is emphasized that training neural network models according to the above
methodology contributes to the understanding of the peculiarities of the existence, genesis, and other features of the
language poly system, which results in the deepening of the modern innovative methodology of working with data.

Accordingly, the use of the above makes it possible to localize, track the dynamics, analyze, etc., language poly systems
with different degrees of distribution, which produces the identification of gaps in traditional methods of modeling the
latter. An important advantage of updating the cleanroom method is the ability to identify and avoid possible fluctuations
of sense arising from the influence of cultural, social, etc. perceptions on the modeling process.

Thus, the actualization of this methodology opens up several new perspectives for the study of linguistic phenomena,
the dynamics of language functioning, the development of language technologies, and so on. This is because the cleanroom
method contributes to ensuring the objectivity, accuracy, validity, representativeness, etc. of modern linguistic research. In
turn, this becomes an important step in the organic development of modern science (in particular, linguistics), producing
a change in its approaches, methods, etc. without losing its traditional achievements.

Thus, the prospect of applying the cleanroom method to work with artificial neural networks is to improve existing
models that are productive for use in a) language technologies (speech recognition, machine translation, etc.),; b) distance
education (the latter is extremely relevant due to the russian-Ukrainian war, which has forced some pupils and students to
study remotely at home or even in shelters); c) language analysis (in fact, the entire innovation block that brings modern
humanities research, which is common for Ukrainians, closer to digital humanities, which is common for Europeans), etc.
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POBOTA 3 MOBHUMM MAPKEPAMM TA ii POJIb B AHAJII3I TEKCTY
MITYYHOIO HEHPOHHOIO MEPEXEIO IIIOJJ0O METOJIY «UHUCTOI KIMHATH»

Y cmammi cmeepodcyemuvcs, wo po3sumox Memooy « 4ucmoi KiMHamuy w000 CyuacHux IiHe8icmutHux 00CaioHceHb
nPOOYKYE iX nooanvuty eenesy, 3a0e3neuyiou Hogi MOICIUBOCI, ANOPUMMU, DAUEHHS MO0 Y36UUAEHUX NPpoYecis (ana-
i3y, 0bpobKu, penpesenmayii mowo mekcmosux oanux). Iiokpecieno, wo HaguanHs Heupomepedcesux mooenel 3d
BULYE3AZHAUCHUM MEMOOOM CHPUAE POIYMIHHIO 0COOIUBOCMell NOOYMYBAHHS, 2eHe3u Md IHU020 MOGHOI noxicucmemy,
HACIIOKOM Y020 CIAE NO2UbNIeHHs CYyYaACHOI IHHOBAYINIHOI MemoOono2ii pobomu 3 OaHUMU.

Bionogiono, @ukopucmanta euuje3asHayeHoco 003801A€ IOKANIZY8aAMuU, GI0CedcUumu OUHAMIKY, NPOAHATIZY8amu
MOWo MOGHI nOaiCUCeEMU 3 PISHUM CHIYNeHeM NOWUPEHH, WO NPOOYKYE 8UABTEHH NAKYH MPAOUYIUHUX Memo0ie MoOe-
mosanus ocmanuix. Basiausoio nepesazoio akxmyanizayii Memooy «4ucmoi KiMHAmMuy» € MOMCIUGICMb 6UAGNEHHA MA
VHUKHEHHS MOJNCIUBUX (DIYKMYayith CMUCTY, AKI BUHUKATOMb Yepe3 8NIUE KYIbIMYPHUX, CYCRITbHUX MOWO YAGIAHb HA NPO-
yec MoOento8anHsl.

Omorce, akmyanizayis ybo2o Memooy 8iOKPUBAE HUZK)Y HOBUX NEPCHEKMUE Ol O0CIIOHCEHHS MOBHUX ABUNY, OUHAMIKU
DYHKYIOHYBAHHA MO8, PO3GUINKY MOGHUX MEXHON02I ma iHwo2o. Lle nos ’a3ano 3 mum, wjo mMemoo «4ucmoi KIMHAmuy»
cnpuse 3abe3neuentio 00 cKMUGHOCMI, MOYHOCI, 8ANIOHOCMI, Penpe3eHMAMUEHOCHI MOwo CY4aCHUX MOSHUX 0OCTI-
Oorcens. Ceo€t0 uepeolo, ye Cmae 8axrcausum KpOKOM OpPeaHiuHo20 PO3GUMKY CYHACHOT HAYKU (30KpeMda, NiHe8icuKL),
npooyKyouu 3mMiny ii nioxodis, memooié ma iHuwi02o b6e3 mpamu mpaouyitiHux Haooams.
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Taxum uunom, nepcnekmugor0 3acmocy8ants Memoody «4ucmoi KIiMHAmuy o000 pobomu 3 Wmy4HUMU HeUpOHHUMU
mepedcamu € YOOCKOHANeHHS HAAGHUX MoOenell, SIKi NPOOYKMUGHI 0I5l 3ACMOCYBAHHSA V: () MOBHUX MEXHONOZIAX (PO3-
NI3HABAHHSA MOBU, MAUWUHHUL NePeKaa mowo),; 0) OUCmanyitiHitl 0ceimi (OCMAanHs € 6KpPAll AKMYalIbHOW Yepe3 PocCili-
CbKO-YKPAIHCHKY BIliHY, Yepe3 AKY YACMUHA YYHI8 Ma CMYOeHmie sMyuleHi Haguamucs y 8iooaieHomy gopmami e0oma,
abo Hasimb 6 YKpummsix), 8) MOGHOMY AHANI3L (61ACHEe, 6eCb THHOBAYIUHUI OIOK, KU HAOIUNCAE CYHACHI 2YMAHIMAaPHI
00Cni0NHCen s, Y38UUAEHT O YKPATHYIE, 00 YUpposux yMaHimapHux HayK, 36UUHUX 0151 €6PONeNiyis) mouyo.

Kniouosi cnoga: cmuca, nelipomepesicege MoOeniogans, MOGHI MapKkepu, WmyuHi HelipoHHI Mepedici, Memoo «4ucmoi

KIMHamuy.

Statement of the problem in general and its
connection with important scientific or practical
tasks. The modifications of modern linguistic science
under the influence of digitalization processes are
manifested, first of all, in the transformations of
approaches to the study of certain phenomena of the
language poly system. In turn, the above-mentioned
changes entail the need to use new tools, corresponding
changes (adaptation) of the methodology, and the
original genesis of the basic concept of sources (e.g.,
artificial neural networks (ANNs)) of such research,
understanding of its parameterization, etc.

At the same time, it is natural that the actualization
of innovative tools leads to a restructuring of the entire
algorithm of the above work. Thus, if we choose the
aforementioned artificial neural networks (ANNSs)
as the core tool for the latter, which are mostly used
here to operate with the probabilities of occurrence
of certain words, phrases, sentences, etc. in a given
context through analysis, then the entire range of their
actualization should be taken into account. We are
talking about parameterization features: type (deep
neural networks, recurrent neural networks, etc.),
training (deep and machine learning) and retraining
(if necessary), analysis of results, correction (if
necessary), and obtaining results. The latter should be
pre-validated and represented in a certain way, and, of
course, reliable and reproducible.

The most common application of artificial neural
networks (ANNSs) is predicting the occurrence of the
next element (the above probabilities) in a sentence,
which an average person can do using available
data sets: background knowledge, language national
worldview, etc. In the case of updating this toolkit, we
are talking about working at the level of certain words
without regard to previous configurations. Thus, we
are talking about updating the frequency of use (e.g.,
the unigram model), or taking into account the above
combinations (e.g., the n-gram language model).

Characteristically, in the second case, large
language models are mostly used: character language
model (predicts occurrences by character) and
statistical language model (calculates the probability
of occurrence of certain word combinations based
on large corpora). The latter is related to their
representativeness and productivity in the context of
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textual analysis, in particular, working with senses in
different environments (including political Internet
discourse) (Zhao, 2024).

The above is the parameterization features of
updating innovative tools: a statistical language
model can be created using several machine learning
algorithms. Instead, the n-gram language model
calculates the probability of occurrence of a certain
word relative to N previous words, the Markov chain
updates the probability of occurrence of certain words
relative to those analyzed earlier, and the recurrent
neural network (RNN) localizes the chance of
occurrence of a lexical unit by taking into account the
entire series of previous ones, etc. Such a wide range
of applications allows us to assert the productivity of
large language models in natural language processing.
First of all, we are talking about generation (e.g.,
writing a text of a certain style, topic, etc.), processing
(e.g., reading and paraphrasing, answering questions
about the content, etc.), and representation of textual
data (e.g., the type of information presented: texts,
graphs, tables, drawings, etc.).

Naturally, the core of the above-mentioned text
data processing (neural network modeling of linguistic
units) is the consideration of linguistic markers. In
this context, they are words, phrases, or distinctive
structural features of sentences that are representative
of the context. For example, the frequency of use
of a certain construction (word, phrase, etc.) can
be a sign of text data generation using an artificial
neural network (ANN). Also, the use of certain
words, phrases, sentences, etc. may be a sign of the
actualization of a particular communication strategy
or tactic. In particular, it may be the actual repetition
of a question without a direct answer to it, indicating
the importance of the problem and emphasizing the
need to solve it (manipulative techniques common in
political discourse and political Internet discourse).

Thus, the above shows the special role of these
markers in the process of analyzing textual data with
an artificial neural network (ANN). The point is that
linguistic markers are pivotal in comprehending the
specifics of sense construction in such data. First
of all, their role is determined by actualizing the
identity of semantics, syntax, etc. (in turn, working
with context, etc.). For example, the actualization of
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word sequences, and the specifics of the relationship
between them with the extrapolation of the frequency
of use of certain constructions is productive in the
case of recurrent neural networks. Whereas deep
neural networks calculate the peculiarities of semantic
relations between words, localizing contextual
specifics, etc., allowing one to comprehend the
actualized senses and their parameterization.

Therefore, the use of linguistic markers for textual
analysis in the context of neural network modeling
will significantly increase the efficiency, accuracy,
representativeness, predictability, reproducibility, etc.
of its results. First of all, the above correlates with the
specifics of textual data analysis (syntax, semantics,
etc.), which, in turn, allows us to position language
markers as pivotal in the neural network modeling of
linguistic units. This is related to the development of
more efficient, accurate, valid, etc. natural language
processing systems.

Analysis of the latest research and publications
that initiated the solution of this problem and
on which the author relies. The problem of the
originality of work with linguistic markers and its role
in the analysis of artificial neural network (ANN) text
about the cleanroom method (CM) is complex. The
aforementioned property of the latter leads to the poly-
interpretability ofitsresearch onthe dynamics, specifics
of deployment, possible empirical realizations, etc. in
several works (mostly interdisciplinary, related to the
digital humanities). These works are characterized by
a special discursiveness, which, in turn, constitutes
the specificity of the analyzed issues.

First of all, the aforementioned property is
determined by the production of an original process of
actualization in terms of linguistic analysis, machine,
and deep learning, data science, as well as reverse
engineering, etc. In turn, this suggests the need to
use modern system optimization methodology in
the context of linguistic research. That is, we are
talking about the deployment of such research within
the framework of formal methods, incremental
implementation in terms of statistical quality control,
and statistical testing.

The study of the specifics of the chatbot
functioning designed to simulate human conversation
and answer user queries is presented in the study by
T. Goh et al. (Goh, 2024). In the analyzed study, the
authors point out the inefficiency of the vast majority
of such bots, arguing that they can only answer
predefined questions. The researchers emphasize
that the purpose of the paper is to develop and create
a chatbot for the Faculty of Information Science
& Technology (FIST) of Multimedia University
that facilitates the study life of FIST students. The
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researchers position the originality of the chatbot they
have developed in that they use the methods of the
aforementioned natural language processing to obtain
input data that can be used to train a neural network
model (a multilayer perceptron model). We are talking
about tokenization, lemmatization, and the “bag of
words” model. First of all, this allows the chatbot to
understand the intentions of users by analyzing their
questions, which, in turn, makes it possible to process
a wide range of student requests regarding the above-
mentioned faculty.

The study of the possibilities of automating
sign language (a visual-manual modality designed
to exchange data using gestures, postures, and
movements) through the implementation of systems
that can convert it into text is presented in the
study by V. Durdi et al. (Durdi, 2024). The authors
note that automation of sign language helps to
overcome the communication barrier between
people with disabilities and others. The researchers
emphasize that their attention was focused on a hand
gesture recognition system that has an accessible,
understandable method of interacting with a computer
in real-time. The system was implemented in the
Jupyter Notebook environment using convolutional
neural networks (CNN), which showed good results
for each of the studied datasets.

The detection of hate speech in social networks in
the example of X is presented in the study by I. Abasan,
E. Setiawan (Abasan & Setiawan, 2024), in which the
authors present the developed system for localizing
the above data. The basis for this system is hybrid deep
learning (HDL) and solo deep learning (SDL) with
the mentioned convolutional neural networks (CNN)
and bidirectional gated recurrent unit (Bi-GRU)
algorithm. The researchers have built four artificial
neural network models (CNN, Bi-GRU, CNN+Bi-
GRU, and Bi-GRU+CNN), and the term frequency-
inverse document frequency (TF-IDF) has been
updated to extract the analyzed linguistic features,
while FastText is used to expand the features
(minimize irrelevant lexis).

The specifics of natural language processing
(in particular, sentiment analysis) in terms of
updating deep and machine learning algorithms
in the context of Monkeypox analysis of Arabic-
language text data are presented in the study by
H. Gharaibeh et al. (Gharaibeh, Mamlook, Emhamed,
Samara, Nasayreh, Smadi, ... & Abualigah, 2024).
The authors note that their goal was to develop an
accurate, efficient neural network model capable of
classifying the above data into sentiment categories.
The scientists emphasize that they used machine
learning algorithms (Support Vector Machines, Naive
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Bayes, and Random Forest), as well as deep learning
methods (recurrent neural networks and transformer
models). In addition, the researchers believe that
the actualization of hyperparameter optimization
methods used to fine-tune the above models is
productive. According to the authors, hyperparametric
optimization helped to select the optimal configuration
of neural network models, which, in turn, increased
the accuracy of their results and reduced the need for
retraining.

The originality and complexity of the analysis of
vision-based deep neural networks are discussed in
the study by R. Mangal et al. (Mangal, Narodytska,
Gopinath, Hu, Roy, Jha, & Pasareanu, 2024), in which
the authors propose to use new emerging multimodal,
vision-language, foundation models (VLMs) as a
basis for studying the prospects of technical vision
models. The researchers describe the logical language
of Conspec specifications, which is designed to
facilitate their writing in updated terms and was tested
using a map built by the researchers. The specificity
of the latter was to actualize the connections between
the internal representations of a given vision model
and the aforementioned multimodal, vision-language,
foundation model. This approach, according to the
authors, was productive in verifying the properties of
natural language in the context of this type of neural
network model.

The problems of the above deep learning are

discussed in the study by F. Aguirre et al. (Aguirre,
Sebastian, Le Gallo Song, Wang, Yang,
& Lanza, 2024), which presents the latest approaches
to the creation of hardware-based memristive artificial
neural networks (HBMANNS). The authors describe
in detail the parameterization, principles of operation,
design options, etc., noting the peculiarities of their
actualization. The researchers focus on the process
of data validation and the tools required to accurately
assess the performance metrics of the above models.
The researchers emphasize that they aimed to present
a comprehensive overview of materials and methods
related to memristive artificial neural networks
(MANNG).

The problem of the existence of large language
models (LLMs) about recommender systems (RS) is
presented in the study by Z. Zheng et al. (Zheng, Chao,
Qiu, Zhu, & Xiong, 2024), where the cornerstone of
the use of the former is presented — the need for rich
textual information to achieve the proper result (in
particular, displaying the historical sequence of user
behavior). The authors see the solution to the above
problem in the framework they have developed for
using large language models for text-rich sequential
recommendation (LLM-TRSR). The researchers
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propose to segment the above data (historical
user behavior) first, and then use an LLM-based
summarizer to summarize these user behavior blocks.
This approach has allowed us to successfully apply
convolutional neural networks (CNNs) and recurrent
neural networks (RNNs) models in modeling user
behavior, introducing two unique summarization
techniques: respectively hierarchical summarization
and recurrent summarization.

The study of L. Messeri and M. Crockett (Messeri,
& Crockett, 2024) is devoted to the use of innovative
tools inmodern scientific research, in which the authors
reflect on the genesis of scientific activity through
the prism of digitalization changes. The scientists
note that a potential threat to the modern scientific
community is the formation of monocultures with an
established set of techniques and methods, regardless
of possible alternative approaches. According to the
researchers, the above-mentioned trend produces a
loss of innovation in scientific activity and a tendency
to make mistakes. The latter is associated with the use
of artificial intelligence tools, which, in their opinion,
will produce an increase in the volume of existing
research without a deep understanding of the cause-
and-effect relations between them.

The correlations of deep neural network (DNN)
operation with human cognitive and conceptual
processing in terms of the impact on the latter language
poly systems are discussed in the study by P. Nguyen,
M. Henningsen-Schomers, F. Pulvermiiller (Nguyen,
Henningsen-Schomers, & Pulvermiiller, 2024). In the
analyzed study, the authors use a brain-constrained
deep neural network model of category formation
and symbol learning, with the help of which scientists
study the specifics of its internal mechanisms at the
neural circuit level. The researchers claim that in
one series of simulations, the neural network model
was given similar patterns of neural activity indexing
instances of objects and actions that belong to the same
categories. The authors emphasize that biologically
realistic Hebbian learning produced the formation
of specific neurons (the latter were distributed in
different parts of the network) and cellular assembly
patterns of “common” neurons (responding to all
category instances), which are network correlates
of conceptual categories. It is noteworthy that in
two separate sets of simulations, the artificial neural
network (ANN) studied the same patterns along
with symbols for individual instances (“proper
names” (PN)) or symbols that correlate with classes
of instances that share common features (“category
terms” (CT)).

M. Carreiras et al. (Carreiras, Quifiones, Chen,
Viazquez-Araujo, Small, & Frost, 2024) continue
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to investigate the connection of an individual’s
primary experience in the context of the specifics of
chemosensory processing and/or modulating how
sensory data correlate with the semantic network (SM).
Using a combination of diffusion-weighted images
and fMRI (activation and connectivity), the authors
analyzed the brain’s response to wine tasting
between a professional (sommelier) and ordinary
connoisseurs. Scientists focused on sensory
neural circuits responsible for taste and/or those
responsible for language and memory. Using
mediation analysis, the researchers demonstrated
a correlation between fractional anisotropy and
behavior, noting the dependence of the former on
the latter’s features. The authors found functional
differences between sommeliers and ordinary
connoisseurs that actualize the sensory chain of
taste and areas involved in semantic operations.
The former is representative of the ability to
differentiate sensory processing, while the latter
is representative of the professional’s ability to
actualize relevant sensory data and transform them
into complex verbal descriptions. The enhanced
synchronization between the above seemingly
independent circuits indicates that the sommelier
combines these descriptions with previous semantic
data to optimize his/her ability to distinguish subtle
differences in the characteristics of the drink (wine).

The specifics of the development of computational
neural network models of visual and linguistic
processes (image description) are covered in the
study by E. Takmaz (Takmaz, 2024), in which the
author bases his work on several cognitive sciences
and psycholinguistics. The scientist aims to present
the correlation between non-linguistic modalities
and the language poly system concerning artificial
neural networks (multimodal natural language
processing). The researcher organizes his work in
two parts: a) modeling human gaze in language use
(production and comprehension), where he focuses on
the genesis of neural network models for generating
image descriptions using eye tracking data, estimates
variations in human signals during the above activity,
and predicts human reading behavior based on the
above eye tracking; b) modeling communication
strategies in referential tasks in visually grounded
dialogue, where it builds neural network models for
quantifying, generating, recognizing, and adapting
utterances in referential tasks localized in visual and
conversational contexts (visuo-linguistic processes).
In turn, the results obtained are relevant for the
development of research on cross-modal processes
(in particular, the actualization of artificial neural
networks (ANNs)) and vice versa.
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The originality of sociocultural paradigms and
their correlation with the genesis of artificial neural
networks (ANNs) is presented in the study by
L. Zhao (Zhao, 2024), in which the author analyzes
innovations and improvements in painting techniques
of generative adversarial network (GAN). The
scientist focuses on the one-dimensional midpoint
substitution method and the dichotomous method
to generate the rock outline in creating a painting,
combining the above with the parameterization of the
generative adversarial network (GAN). The latter is
used by the researcher to localize the style migration
model of modern painting creation techniques and
morphological language.

Thus, the analysis of the historiography on the
subject of the article has shown the originality of
the work with linguistic markers and its role in the
analysis of artificial neural networks (ANNs) text
and revealed several gaps in existing research. In
particular, despite the pivotal role of this process, we
note the lack of a comprehensive study of its use in
terms of analysis, processing, and representation in the
context of the digital humanities. In addition, there is
a noticeable tendency to refuse to use innovative tools
due to ethical norms, prejudices, etc., which can be
considered a kind of sinister valley effect. The above
naturally leads to the focus of our research on filling
these gaps, in particular, on studying the peculiarities
of actualizing linguistic markers in the context of text
analysis and the cleanroom method (CM) to avoid
apophaticizing the outlined issues.

Identification of previously unresolved parts of the
general problem to which this article is devoted. The
exponential development of information technologies
(in particular, artificial neural networks (ANNS)) has led
to their active involvement in conducting, planning, and
validating, etc. scientific research. In the context of the
above, modern linguistic science is marked by a certain
fluidity of its boundaries: the latter are mostly associated
and localized in the context of the digital humanities.
In turn, this leads to the integration of such works, and
their focus on grants, research projects, etc. Despite the
above, the selection, phasing, and relevance of certain
tools remain debatable, as the selection of approaches,
methods, tools, etc. is open under such conditions.

We see the way out of this situation in the
actualization of the cleanroom method (CM) (Clean
Room Design, 2024), which we will discuss in
detail below, which, in turn, will “remove” some of
the problems associated with the use of the above-
mentioned artificial neural networks (ANNs). First
and foremost, we are talking about the accuracy,
objectivity, representativeness, validity, etc. of their
results, which, in turn, will improve natural language
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processing (in particular, sentiment analysis), machine
translation, generation, analysis, and visualization of
text data, its recognition, etc.

Formulation of the article’s objectives
(statement of the task). The purpose of the article
is to consider the originality of the work on linguistic
markers and its role in the analysis of artificial
neural networks (ANNSs). The subject is the specifics
of the above-mentioned work on the cleanroom
method (CM) as an innovative tool of linguistic
science. In turn, the aforementioned purpose and
subject of the study allowed us to formulate its fasks:

1. To highlight the theoretical achievements of
neural network modeling of linguistic units (text data
analysis) and extrapolate their specificity to work
with linguistic markers.

2. To analyze the algorithms, methods,
approaches, etc. of text analysis using artificial neural
networks (ANNs) and to highlight its features.

3. To present the work with linguistic markers as a
determinant of neural network modeling of linguistic
units concerning the cleanroom method (CM) and
outline the prospects of its use for modern linguistic
research (including within the digital humanities).

Presentation of the main research material with
full justification of the scientific results obtained.
Today, digitalization processes are becoming
increasingly widespread: e-government, the concept
of the state in a smartphone, etc. are being actively
developed on a Ukrainian basis. The latter, in the first
place, is becoming increasingly important for modern
linguistic research, which is relevant in several areas
(deep and machine learning, machine translation, etc.).
At the same time, a specific feature of social services
commissioning for research in general (including
linguistic research) is its practical orientation (recall
the aforementioned digital humanities) (Durdi, 2024).

Notably, modern information technologies are
characterized by a special specificity: they are integrated
by nature, as they are focused on user requests rather
than on a specific subject area (which was typical for
many research studies). Thus, they are not limited, which
naturally leads to a change in modern scientific research:
the latter is increasingly integrated, telling a holistic story
of the analyzed issue, not limited to a specialty. In this
regard, artificial neural networks (ANNSs) are illustrative,
as their work seems to be concentrated around a certain
functionality: for example, it is convenient for linguists
and other specialists to divide them into certain updated
types, which, in turn, are productive in working with
data types. For example: the aforementioned deep neural
networks, recurrent neural networks, etc., which are
commonly used to work with text data, analyze it, and
SO on.
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However, the very functioning of such networks
demonstrates the need for openness about the tools
used by modern researchers. For example, on April 18
this year, Meta Platforms released early versions of the
Llama 3 large language model and image generator.
It seems clear that such a model is of interest to
linguists and can be used in certain studies, but this
article is about something else. We are talking about
the specifics of the aforementioned image generator,
which, like the Google search engine, produces query
results in the process of formulating and correcting
them. The latter demonstrates a powerful system
of language data processing, which, in our usual
approach, would not have been actualized, since its
parameterization does not seem to include our subject
field (Gharaibeh, Mamlook, Emhamed, Samara,
Nasayreh, Smadi, ... & Abualigah, 2024).

In turn, there is a certain paradox here: no science
can cover all the options for interpreting the use of
innovative tools, which, moreover, are constantly
changing. The solution to this situation, in our opinion,
is a seeming departure from the subject field, which is
carried out to return it. Thus, the software development
methodology comes to the aid of modern linguists
who aim to effectively, representatively, qualitatively,
etc. actualize artificial neural networks (ANNSs) (in
particular, neural network modeling of linguistic
units) in their research (Aguirre, Sebastian, Le Gallo,
Song, Wang, Yang, ... & Lanza, 2024).

We are talking about the use of a specific
cleanroom method (CM) (Overview of Clean Room
Software Engineering, 2024), which is designed
to eliminate several possible errors, shortcomings,
etc. in the process of working with artificial neural
networks (ANNSs). The essence of the aforementioned
method is strict inspection, the purpose of which is to
build the correct process of interaction between the
developer (researcher) and his product (in this case,
an artificial neural network (ANN)). Of course, the
use of the latter has a certain algorithm, specifics, etc.,
which are not the purpose of this research paper (but
are reflected in many previous ones).

The cleanroom method (CM) is an element of
software reverse engineering, which is a special
approach to development aimed at creating a specific
software product. The main difference between
this approach and the conventional ones is that
Quality Assurance (QA) is updated at each stage of
development, while in the standard approach it is
used only at the end. The peculiarity of the proposed
approach is also the isolation of the developer from
the background knowledge of the internal workings
of the system or the updating of certain tools (Clean
Room Design, 2024). Such isolation is intended to
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provide a “clean” result, not contaminated by the
influence of the external environment (in this case,
the noosphere), which is marked by the dynamics of
human-mind interaction.

In the context of linguistics, the above method
means avoiding the use and consideration of existing
neural network models, algorithms, frameworks,
datasets, etc., as well as knowledge about the language
poly system. Researchers fill in the gaps by developing
neural network models based solely on the input data
for analysis, processing, and representation. This
avoids the influence of previous work experience on
the actual preparation, course, and results of the study,
which could potentially distort them (Zheng, Chao,
Qiu, Zhu, & Xiong, 2024).

We consider the cleanroom method (CM) to be
the most productive for training neural network
models designed to perform certain specific tasks
(text classification, machine translation, speech
recognition, etc.). In this case, only the data from the
analyzed language poly system in the current state, i.e.
without taking into account diachrony, is updated in
the process of training these models. Thus, the stages
of using the cleanroom method (CM) in linguistics
may look like this (see Fig. 1).

Let’s take a closer look at the milestones outlined
in Figure 1: yes, they are pivotal in the development
of the above cleanroom method (CM). In particular,
they are:

1. A formal specification allows you to capture the
current state of the product using a state model that
reflects its responses to the stimuli used.

Development
of a formal

specification

MogoszHaBscTBO. AiTEpaTypO3HABCTBO
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2. Step-by-step development consists of localizing the
stages of the entire process of working with the neural
network model, each of which is verified by the cleanroom
method (CM) independently for each such element.

3. Structural programming consists of a clearly
defined number of control structures and abstractions
of the analyzed text data (e.g., in Python).

4. Static verification — checking the neural network
model by the static method of strict inspection (it is
important that testing is not performed for modules or
separate elements (e.g., individual network layers)).

5. Static testing is carried out using statistical
methods that allow to assess the reliability of the neural
network model. As shown in Figure 1, statistical tests
are based on an operational profile, which should be
developed in parallel with the creation of a neural
network model specification.

Thus, the actualization of the cleanroom
method (CM) for training neural network models
designed to perform certain specific tasks (text
classification, = machine  translation, speech
recognition, etc.) is planned in such a way as to
ensure strict inspection of the work and results.
Instead, the specification of a neural network model
is represented by a state model, which gradually
acquires the desired parameterization through a
series of successive models. It is noteworthy that
the aforementioned inspection of the neural network
model should be combined with a clear vision of the
causal relations since retraining will take time and
lead to the localization of the solution to a particular
natural language processing task (Takmaz, 2024).

Intsgration
Defining the Structural pomal of a neural
stages of work programming of resul network
maodel

Development
of static tests

Fig. 1. The process of updating the cleanroom method in linguistics
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At the same time, updating the aforementioned
methodology will avoid many mistakes, significantly
reduce time, etc., and optimize linguistic research.
For example, thanks to the use of the cleanroom
method (CM), most defects, learning errors, etc. are
detected during the development process. First of
all, this will save the researcher time for testing and
correcting errors (e.g., the aforementioned relearning).
Thus, the use of this method in modern linguistic
research on neural network modeling of linguistic
units, text analysis, etc. correlates with the quality,
accuracy, and validity of the results of this process.
In turn, this approach will ensure the objectivity,
representativeness, speed, etc. of neural network
models, which is crucial for their actualization in
linguistic research.

Conclusions from this study and prospects for
further research in this area. Thus, the development
ofthe cleanroommethod (CM) produces further genesis
of linguistic research, providing new opportunities,
algorithms, visions, etc. regarding the conventional
processes (analysis, processing, representation, etc.
of textual data). Also, training neural network models
using the cleanroom method (CM) contributes to the
understanding of the peculiarities of the existence,
genesis, and other features of the language poly
system, which results in the deepening of the modern
innovative methodology of working with data.

So, the use of the above-mentioned approach
allows us to localize, track the dynamics, analyze,
etc. language polysystems with different degrees of
distribution, which produces the identification of
gaps in traditional methods of modeling the latter.
An important advantage of updating the cleanroom
method (CM) is the ability to identify and avoid
possible fluctuations of sense that arise due to the
influence of cultural, social, etc. perceptions on the
modeling process. For example, this may include the
spread of stereotypes, prejudices, etc. that the neural
network model learned during its training and that
were not taken into account by the researcher. For
the sake of objective coverage of the problem, we
note that any methodology (including the cleanroom
method (CM)) is not universal, requiring flexibility of
approach. That is why, naturally, the best results for
modern linguists will come from the integration of the
tools they use, where the above method is combined
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with others to obtain comprehensive and objective
results of neural network modeling.

Nevertheless, the actualization of this method opens
up many new perspectives for the study of linguistic
phenomena, the dynamics of language functioning,
the development of language technologies, and so
on. This is because the cleanroom method (CM)
contributes to ensuring the objectivity, accuracy,
validity, representativeness, etc. of modern linguistic
research. In turn, this becomes an important step in the
organic development of modern science (in particular,
linguistics), producing changes in its approaches,
methods, etc. without losing its traditional achievements.

Fundamentally unresolved aspects of the
functioning of the approach in modern linguistics are:

1. The impossibility of developing an optimal way to
isolate researchers from the existing achievements in the
field in general (in particular, in the analyzed problem).

2. The problem of datasets, which each researcher
solves individually, putting certain aspects of the
problem under study as the cornerstone (accordingly, we
can talk about representativeness only in the context of
the spectrum of the problem’s reflection in the data).

3. The fundamental openness of the issue of the
influence of input data on the work of the neural network
model, which is related to the previous aspect): e.g.,
stereotypes in datasets, etc. are not always the result
of researchers’ miscalculations, as they can be part of
the problem under analysis (in particular, in the case of
studying expressive texts, etc.).

4. The appropriateness of updated metrics for
assessing the quality of models can also be positioned
spectrally, since some standard metrics (e.g., accuracy
or training losses) are not always representative of the
actual performance of a neural network model, etc.

The perspective of applying the -cleanroom
method (CM) to work with artificial neural
networks (ANNSs) is to improve existing models that are
productive for use in a) language technologies (speech
recognition, machine translation, etc.); b) distance
education (the latter is extremely relevant due to the
russian-Ukrainian war, which has forced some pupils and
students to study remotely at home or even in shelters);
¢) language analysis (in fact, the entire innovation
block that brings modern humanities research, which
is common for Ukrainians, closer to digital humanities,
which is common for Europeans), etc.
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