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CHALLENGES ENCOUNTERED IN AUTOMATICALLY CLASSIFYING
PHRASEOLOGICAL UNITS

The author argues that an urgent task related to automatic text processing is the automated classification of
phraseological units in English texts, which is explained by the large amount of textual data, which, in the author s opinion,
makes it impossible to manually analyze and classify all phraseological units present in the English texts under study. The
article determines that there are currently different approaches to the classification of phraseological units in English texts
and the author identifies the most common ones, namely: corpus approach; cognitive linguistic approach, grammatical
approach; stylistic approach, interlinguistic approach. One of the possible ways to improve the accuracy and efficiency of
software tools for automatic classification of phraseological units is to integrate them with machine learning algorithms.
In the author s opinion, automatic classification of phraseological units in English texts is an important task in natural
language processing (NLP), involving the identification and categorization of groups of words or phrases based on their
semantic and syntactic properties. One of the most effective approaches to automatic phraseology classification is the
integration of machine learning algorithms. The article argues that the integration of machine learning algorithms into
the automatic classification of phraseological units involves training algorithms on a labeled dataset of phraseological
units and their respective categories, which allows algorithms to learn the characteristics and properties of different
types of phraseological units and accurately classify new instances. Automatic phrase classification consists of two main
stages: feature extraction and classification. The choice of feature extraction method depends on the characteristics of
the data set and available computing resources. Another approach to integrating artificial intelligence algorithms with
English text is to use neural networks.
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0okmop ginocoii 6 eanysi ginonocii,
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Hayionanwnoi akaoemii' Jleporcasnoi npuxopOoonnoi ciyocou Yrpainu
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MNPOBJIEMATUKA ABTOMATUYHOI KJIACU®IKAILIII
POPASEOJOI'TYHUX OJUHUILID

Aemop cmeepodicye, wo akmyanbHum 3a60aHHIM, AKe CIOCYEMbCS AGMOMAMUYHOi 06pOOKU MEKCMI8, € agmomamu-
308ana kaacugikayia Gpaseonroiunux 0OUHUYL AHSTIUCLKUX MEKCMI8, WO NOACHIOEMbCA GENUKUM 00CA20M MEKCMOBUX
0aHux, Wo Ha OYMKY asmopa, YHeMONCIUBNIOE «8PYYHY» aHANi3yeamu ma Kiacugixysamu éci gppaszeono2iuni oounuyi,
SKI NPUCYMHI 8 AH2TUCLKUX 00CTI0NCY8aHUX meKkemax. B cmammi susnauaemocs, wo napa3si icHyroms pizHi nioxoou 0o
Knacughikayii ¢ppazeonoziunux 0OUHUYb AHEIOMOGHUX MEKCMI8 Ma asmop GUOKPEMIIOE HAUOLIbUWL NOWUPEeH], a came:
KOPNYCHULL NiOXI0, KOSHIMUSHUU NIH2BICMUYHUL NIOXI0; epAMamudHull nioxio; CUTiCMuYHUI NiOXio; MixciiHe8icmuy-
Hutl nioxio. OOHUM i3 MOICTUBUX WUIAXIE NIOBUUEHHSL MOYHOCME MA eqheKMUBHOCNT NPOSPAMHUX 3AC00I68 ABMOMAMUYHOT
Kaacu@ixayii ppaszeonoiunux 0OUHUYL € ix inmezpayis 3 aneopummamu Mauunno2o nasyanns. Ha oymxy asmopa, agmo-
Mamuuna Kracugixayis Gpazeono2izmie 6 aHenilicoKux mekcmax € 8axdCIusum 3a60aHHAM 6 0Opobyi npupooHoi Mosu
(NLP), nepeobauatouu ioenmughikayiio ma kamezopuzayiio epyn ciié abo c1080CNOLYy4eHb HaA OCHOBI IXHIX CeMaHMUYHUX
ma cunmaxcuynux gracmugocmeil. OOHUM 3 egpeKmueHUX nioxooie 00 agmomamuyHoi Kracugikayii paseonoecizmis €
iHmezpayis aneopummie MAawuHHO20 HABYAHHA. B cmammi cmeepoicyemobcs, wo inmespayis aneopummie MauuHHo20
HABUAHHA 8 ASMOMAMUYHY Kiacuixayilo gpaseonro2iunux 0OuHUYb nepeddaiae HaBYaHHa AneopUmMMie Ha MApKosead-
HOMY HAOOPI OaHUX QPAa3eono2iuHuX OOUHUYbL MA IXHIX 8IONOGIOHUX Kame2opil, Wo 00380/€ ANcOPUMMAM SUGHAMU
Xapakmepucmuxky ma 61acmusocmi PisHUX Munie (hpazeoioSsivHux 00UHUYb | MOYHO KIACUDIKYBAMU HOGI eK3eMNIAPU.
Aemomamuuna kracugixayis hpazeonocizmis ckiaoaemvpcs 3 060X OCHOSHUX eMania: BULYHEeHHs 03HAK | Kaacughikayis.
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Bubip memooy eunyuenHs 03HAK 3a1eACUMb 6i0 XApaKMePUcmuk Habopy Oanux i HAA6HUX OOUUCTIOBATILHUX PeCypcis.
THwiuil nioxio 0o inmezpayii aneopummis wWmy4Ho20 iHmenreKmy 3 MmeKCoM AH2IIICHKOI MOBOI0 NONSA2AE Y BUKOPUCTAH-

HI HetpOHHUX MepediC.

Knrouoei cnoea: gppaseonoziumi oOuHuyi, wimyunuii inmenekm, MauwluHHe HABUAHHA, PO3NIZHABAHHA, Kidcupixayis

@pazeonociunux 00uHUYb.

Statement of the problem. Due to the rapid
development of computer technology in recent years,
more and more researchers are paying attention to the
problems of automatic text processing. One of the
most urgent tasks related to automatic text processing
is the automated classification of phraseological units
in English texts.

This is due to the following reasons. The huge
amount of textual data available today makes it impos-
sible to manually analyze and classify all the phraseo-
logical units present in English texts. Phraseological
units often play a crucial role in the interpretation
and creation of the language as a whole. Automatic
classification of phraseological units has numerous
applications in various fields, including language
learning, translation, natural language processing,
and computational linguistics. Phraseological units
pose an important problem for machine translation
systems, which may find it difficult to translate idio-
matic expressions and well-organized phrases.

Traditionally, there are different approaches to the
classification of phraseological units in English texts.
Among the most common ones are the following: cor-
pus-based approach; cognitive linguistic approach;
grammatical approach; stylistic approach, interlin-
guistic approach.

The complexity of the task of classifying phrase-
ological units determines the use of various software
tools to solve it. Although the use of these tools for
automatic classification of phraseological units in
English texts has many advantages, there are also
some disadvantages that should be taken into account.
These include limited accuracy, difficulties with con-
text, limited coverage, the need for customization and
cost.

One of the possible ways to improve the accu-
racy and efficiency of automatic phraseological unit
classification software is to integrate it with machine
learning algorithms. This may involve training algo-
rithms on large datasets of annotated text with human
verification to confirm the accuracy of the classifi-
cations. By continuously improving the accuracy of
algorithms through machine learning, software tools
can become more effective in identifying and classi-
fying a wider range of phraseological units, including
those that are complex or ambiguous.

Analysis of recent research and publications.
Today, linguistics is faced with the tasks of focusing
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on the general theoretical basis of phraseology, mainly
on the basis of specific languages and texts (L. Naz-
arenko), clarification of the concept of phraseologi-
cal units (O. Matviienkiv, 1. Bekhta), study of their
specificity in comparison with other linguistic units
(N. Onishchenko, O. Matviienkiv, A. Markovska),
including aspects of the emergence and integration
of new phraseological expressions into the language
system (M. Hamziuk), peculiarities of their use, study
of synonymy, antonymy, polysemy and homonymy in
phraseology (L. Skrypnyk, M. Sydorenko, V. Shko-
liarenko), as well as the development of methods
for studying phraseological units (S. Sukhorolska,
L. Derevianko).

Statement of the task. Thus, the purpose of the
article is to generalize methods in order to increase
the efficiency of automatic classification of phraseo-
logical units in English-language texts and reduce the
number of erroneous interpretations.

Presentation of the main research material.
Phraseological units are multiword lexical units char-
acterized by a certain degree of fixation or idiomatism
of their components. In other words, phraseological
units are a combination of words whose meaning is
not necessarily derived from the meaning of its com-
ponents, i.e. the words together can mean more than
their sum of parts.

These linguistic structures are also known in the
literature as phrases, stable expressions, and polysyl-
labic expressions. Although native speakers can eas-
ily learn such expressions, their interpretation poses
a serious challenge for computing systems due to
their flexible and heterogeneous nature. In addition,
phraseological units are not as frequent in lexical
resources as they are in real text, and this coverage
problem can affect the performance of many natural
language processing tasks.

Phraseological units are widely used by humans.
The number of phraseological units expressed in pol-
ysyllabic expressions has the same order as the num-
ber of simple or isolated words.

We believe it is necessary to note that the appro-
priate definition of phraseological units (PhUs) is
expressions consisting of two or more words that
function as a single lexical unit. They have a fixed
structure and their meaning almost cannot be derived
from the meanings of their individual components.
Examples of phraseological units in the English lan-
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guage include “to kick the bucket”, “to hold one’s
horses”, “card up one’ls sleeve”, etc. Phraseologi-
cal units are an integral component of the language,
which is widely used in everyday communication, lit-
erature and other forms of discourse (Ayto J., 2020).
They provide a concise and often vivid way to express
complex ideas, emotions, and actions. For example,
the idiom “fo hold your horses” means to be patient
and wait, while the literal meaning of the words loses
this idea. Phrases can be divided into several catego-
ries depending on their structure and meaning. The
most common classification is based on their lexical
composition, which includes idioms, phrases, phrasal
verbs, and proverbs.

Idioms are stable expressions whose meaning
cannot be derived from the individual words
that make up the expression. Phrases are word
combinations that occur frequently and have a strong
lexical association. Phrasal verbs are verbal phrases
that consist of a verb and one or more particles that
together convey a specific meaning. Proverbs are
expressions that convey a general truth or advice.
A verbal phraseological unit is a phraseological
unit that contains a single verb as its grammatical
center. Verbal phraseological units perfectly illustrate
general richness. Given this feature, as well as the
fact that verb phrases have a paradigmatic gap, make
us focus on this type of phraseology, which implies
a very complex research line in terms of semantic
identification and classification of phraseology (Ellis,
2018: 9).

Thus, it is important to study the nature of such
linguistic structures so that we can design automatic
methods for working with these units.

Automatic classification of phraseological units in
English texts is an important task in natural language
processing (NLP), which involves identifying and
categorizing groups of words or phrases based on
their semantic and syntactic properties. One of the
most effective approaches to automatic phraseology
classification is the integration of machine learning
algorithms (Davis, Barret, 2012: 7).

Machine learning is a subfield of artificial
intelligence (Al) that involves training algorithms
that learn from data and make predictions or
decisions without explicit programming. Integration
of machine learning algorithms into automatic
phraseological unit classification involves training
algorithms on a labeled dataset of phraseological
units and their respective categories, which allows
the algorithms to learn the characteristics and
properties of different types of phraseological units
and accurately classify new instances. Automatic
phraseological classification consists of two main
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stages: feature extraction and classification. Feature
extraction involves identifying relevant features
of phraseological units that can be used to create a
vector representation. The choice of feature extraction
method depends on the characteristics of the data set
and available computing resources. Another approach
to integrating Al algorithms with English text is to
use neural networks (Levchenko, Romanyshyn,
2019: 289).

Neural networks are a type of machine learning
algorithm modeled after the structure of the human
brain. They consist of interconnected nodes that
process information and learn from experience.
Neural networks can be trained to recognize patterns
in English text, such as the structure and meaning
of phraseological units, and use this information to
classify new expressions (Pawar, Mago, 2012: 12).

The subject area of automatic phraseological unit
classification lies at the intersection of computational
linguistics and natural language processing. It involves
the development of algorithms and methods that can
automatically identify and classify phraseological
units, which are fixed or semi-fixed expressions in a
language that have figurative or idiomatic meanings
that cannot be easily derived from the meanings of
their individual words. Philologists have conducted
a large number of studies and asked themselves how
to identify phraseological units in a text and have
identified the main hypotheses that help identify these
linguistic units in a text. Among the main ones are the
following:

1) The fixation hypothesis. The clearer the verb
phrase is, the higher its probability of being a verbal
phraseological unit. Each component of the target
verbal phrase can be replaced by their close synonyms
in order to check whether the new verbal phrase loses
its meaning. To verify the meaning of a new verbal
phrase, it may be considered to use a reference corpus
where evidence of such a phrase can be searched.

2) The translation hypothesis. The more literal the
translation of a verbal phrase, the lower the possibility
of it being a verbal phraseology. A word phrase can be
translated from one language into another. Evidence
of such translation is then sought in the reference
corpus created in the target language.

3) The hypothesis of intrinsic appeal and
contextual correlation. The higher the intrinsic
attraction and the lower the contextual correlation in
a word combination, the higher the probability that
the word combination is a verbal phraseological unit.
Statistical methods are used to determine the level
of intrinsic attractiveness and contextual correlation
between the terms of a verbal phrase and the terms of
their context.
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4) The terminological domain hypothesis. The
greater the number of vocabulary terms outside the
current domain for a verbal phrase, the higher the
probability that it is a verbal phraseological unit. The
use of out-of-domain terms in real-world VPhUs is
quite common, so the terminology can be identified
out-of-domain to determine whether a verbal phrase
is a real-world VPhUs. Automatic classification
of phraseological units can be useful in a variety
of applications such as machine translation, text
analysis, and natural language generation. It involves
techniques such as pattern recognition, machine
learning, and statistical analysis to identify and
classify these expressions based on their syntactic and
semantic properties. Some concepts are expressed in
a language through a set of words or phrases that are
intuitively used by native speakers, thus characterizing
different cultural communities. Phraseology, which
is considered the cultural heritage of a language
community, is aimed at studying these blocks of words,
which are commonly referred to as phraseological
units. The study of phraseological units has become
increasingly important in recent years, partly because
the linguistic and computational linguistic community
has realized that this phenomenon encompasses all
components of a sentence, which includes various
aspects of natural language (Thomas, 2016: 228).

The scientific and methodological apparatus for
automatic classification of phraseological units has
become a subject of research in the field of computer
linguistics and natural language processing. Several
approaches have been proposed for automatic
classification of phraseological units, which can be
broadly classified into three categories: rule-based
approach; statistics-based approach; and machine
learning approach.

Rule-based approaches rely on manually creating
rules for identifying and classifying phraseological
units. While these approaches can be effective in
certain cases, they are limited by the complexity of
the rules required and their inability to handle new or
unseen expressions.

The advantages include: flexibility — the rule-
based approach allows you to easily customize
the classification of phraseological units to meet
the specific needs of the program. Clarity — a rule-
based approach is easy to interpret because the rules
are clearly defined and can be easily understood by
humans. High accuracy — when the rules are carefully
designed and tested, the rule-based approach can
achieve high accuracy in the classification of
phraseological units.

We consider the disadvantages to be: limited
scalability, i.e., the rule-based approach is limited
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by the ability to develop rules manually. Error-
prone — a rule-based approach can be error-prone,
especially when it comes to complex or ambiguous
rules. Maintenance overhead — a rule-based approach
requires manual maintenance, which can be time-
consuming and expensive. Lack of adaptability — a
rule-based approach may not be suitable for dynamic
or changing environments where classification rules
need to be updated frequently. Statistical approaches
rely on the analysis of large corpora of text to identify
and classify phraseological units. These approaches
involve identifying words and phrases that occur
simultaneously in a language and using statistical
measures such as frequency and mutual information
to identify and classify expressions. For example,
statistical approaches can identify the phraseological
unit “a piece of cake” by analyzing the frequency
of its occurrence in a large corpus of text. These
approaches can be effective for identifying common
phraseological units, but may be limited in their ability
to identify rare expressions or handle variations in
expressions.

Advantages: Statistics-based approach is an
approach based on statistical data analysis that
provides an objective way to identify patterns in
language use. The scalable approach can handle large
amounts of data, making it scalable for analyzing
text from different sources and domains. At the same
time, statistical methods can be applied quickly
and efficiently, which makes it possible to process
large amounts of data in a short period of time. The
statistical approach can be generalized to different
languages and domains, making it applicable in
different contexts.

The disadvantages include: limited accuracy —
statistical models rely on patterns in data that may not
always capture the complexity of language use; lack
of contextual understanding — statistical models do
not understand the contextual meaning of language
and may not capture the nuances of meaning in certain
situations; data bias — the accuracy of statistical
models can be affected by data bias, where training
data may not reflect real-world language use.

Machine learning approaches rely on learning
algorithms to identify and classify phraseological
units based on examples from a corpus of text.
These approaches use techniques such as deep
learning and neural networks to identify patterns and
structures in the language and classify expressions
based on their syntactic and semantic properties. For
example, machine learning-based approaches can
identify the phrase “fo bark up the wrong tree” by
training a neural network on a large corpus of text
and identifying patterns of words and phrases that
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occur simultaneously. These approaches can be very
effective in identifying and classifying phraseological
units, but require a large amount of training data and
computational resources.

Advantages: high accuracy — machine learning
models can learn from data and improve their
accuracy over time, making them highly accurate in
identifying phraseological units in text; contextual
understanding — machine learning models can capture
the contextual nuances of language use, making them
more accurate in determining the correct meaning
of a phraseological unit in a particular context;
reliability — machine learning models can cope with
noise and data variations, making them more reliable
in real-world settings; scalability — machine learning
models can be trained on large amounts of data, which
makes them scalable for analyzing text from different
sources and domains.

The disadvantages include: large amounts of
training data — machine learning models require
large amounts of labeled training data to train, which
can be time-consuming and expensive to obtain;
adaptability — machine learning models can adapt to
training data, which means they may not generalize
well to new data; interpretability — there are
tendencies for machine learning models to be difficult
to interpret, making it difficult to understand how
they make decisions; lack of transparency — models
of machine learning can be a “black box” approach,
which makes it difficult to understand how the
algorithm arrived at its decisions (Twitto-Shmuel,
Ordan, Wintner, 2015: 67).

In general, the existing scientific and
methodological apparatus for automatic classification
of phraseological units includes a number of
approaches, each of which has its advantages and
disadvantages. Future research is likely to focus on
combining these approaches and developing more
sophisticated algorithms that can cope with the
complexity and variability of language. The most basic
algorithms for finding the right language structures
still started out using paper dictionaries and physical
search and classification. However, while alphabetical
searching in paper dictionaries is convenient, reverse
searching (i.e. searching for a phraseological unit by
its definition) in a classic paper dictionary is literally
tantamount to looking for a needle in a haystack.
This realization has led to repeated attempts to create
onomasiological dictionaries designed to search for
words by their concepts. Despite the huge number of
dictionaries that have proven their effectiveness in
this field, there is still a significant gap in knowledge
about their use and principles of compilation. On the
other hand, using reverse dictionaries is not as easy as
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it may seem. For example, if a potential user were to
search for all entries containing the lexical alphabet,
their search in One Look Reverse Dictionary would
yield more than a hundred results, including spelling,
alphabet, language, etc., which is much easier to handle
than the entire set of entries. While looking up basic
words when writing or editing text can be made easier
with reverse dictionaries, processing sequences of
phraseological units can be a much more difficult task
with unpredictable results, since many phraseological
units do not appear in bilingual dictionaries.
Moreover, even if they do, their translations often
have a different basic semantics or connotation from
the original (Stevenson, Fazly, North: 2014: 7). It
is logical to assume that finding a suitable phrase
can be a time-consuming process, and a translator,
writer, or journalist sometimes has to spend hours
trying to establish a connection between the meaning
the user has in mind and the phrases that exist in
the target query. Given these difficulties, compiling
phraseological onomasiological dictionaries with
convenient and understandable keywords that act as
entry points for the user can optimize the search for
a phrase with a given meaning. They should prove
useful when a writer or translator does not know the
desired phrase in the target language.

As noted earlier, bilingual or multilingual phrase
dictionaries do not necessarily provide equivalent
translations of phraseological units in terms of
semantics, underlying motivating structure (or
images), connotation, or meaning in the context in
which the phrase is used at the time. If translated
equivalents are sometimes far from desirable, can
the same obstacles be attributed to phraseological
units within the same language? And how can we
define phraseological units given such a mismatch
of criteria? Although interest in this concept has
increased dramatically in the last decade, some
infrequent definitions could be found before.
Phraseological units are co-referential units of
language belonging to the same grammatical class,
either partially coinciding or completely independent
of each other in their lexical structure, containing
both common and differential components that
coincide or differ in their styles. Although the
concept of phraseological units has probably
crystallized by now, its practical significance for
translations has been clearly taken into account
before, so the concept of interlingual phraseological
unit is introduced as “a phraseological unit that
coincides in the morphological composition of
significant components, in the type of the whole
phraseological unit, but lacks an interlingual lexical
invariant” (Levchenko, Romanyshyn, 2019: 288).
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Obviously, the practical need to use phraseolog-
ical units can arise both in translation and in mono-
lingual communication. However, it is in the field
of translation that the problem becomes apparent,
while communicators are less likely to realize the
need for a phraseological unit if they are not experi-
enced professionals. It may seem commonly accepted
that phraseological units should belong to the same
grammatical class. However, as soon as the practical
needs of translation are considered and given that the
phraseological level is highly susceptible to transfor-
mations in the target text, it becomes clear that trans-
positions, modulations and other procedures widely
used in translation can often lead to distortion of the
grammatical structure of the change in the target text.
At the same time, it is often difficult to find a more
appropriate translation of a given phrase (such as all
out of the blue) in open sources accessible through a
search system such as Google. However, this exam-
ple (as well as many other possible similar illustra-
tions) allows us to ignore grammatical structure as a
requirement to exclude phraseological synonyms.

Additional issues of defining phraseological units
were considered by R. Piniero, who raised the ques-
tion of whether phraseological units can be vari-
ants of the same phraseological units and whether
phraseological units with different distribution and
semantic combination should be considered. On the
other hand, there is a possibility that the mismatch
of images in coreferent phrases raises the question
of their synonymy; in addition, the question of qua-

...............................................................................

si-synonymy should be defined in the field of phra-
seology. Thus, Piniero concludes that the difficulties
faced by researchers are the lack of criteria for clas-
sifying some phraseological units as such (phrases or
fixed phrases), their different syntagmatic combina-
torics, belonging to different areas of use, and their
polysemy (Pinero, 2012: 226).

Thus, it can be said that the scientific and meth-
odological apparatus for automatic classification of
phraseological units is quite difficult to study and at
the time of our research there are no perfectly work-
ing methodologies that could identify and classify
phraseological units in any English-language text
without error and distortion.

Conclusions. The automatic recognition and
ordering of phraseological units in English texts
is a key task in the field of natural language pro-
cessing (NLP), which includes the identification
and grouping of word units based on their seman-
tic and syntactic nature. One of the most effective
methods for automated phraseology classification
is to combine it with machine learning algorithms.
Prospects for further research include the develop-
ment of software for the automatic classification
of phraseological units based on the implementa-
tion of a hybrid method algorithm that combines a
rule-based method and a machine learning method,
which would increase the efficiency of classifying
the phraseological units of English-language texts,
reduce the classification time and increase the num-
ber of features for classification.
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